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Abstract: Here, we introduce a new class of computer which does not use any circuit or
logic gate. In fact, no program needs to be written: it learns by itself and writes its own
program to solve a problem. G&lel’s incompleteness argument is explored here to devise an
engine where an astronomically large number of “if-then” arguments are allowed to grow by
self-assembly, based on the basic set of arguments written in the system, thus, we explore the
beyond Turing path of computing but following a fundamentally different route adopted in
the last half-a-century old non-Turing adventures. Our hardware is a multilayered seed
structure. If we open the largest seed, which is the final hardware, we find several computing
seed structures inside, if we take any of them and open, there are several computing seeds inside.
We design and synthesize the smallest seed, the entire multilayered architecture grows by
itself. The electromagnetic resonance band of each seed looks similar, but the seeds of any
layer shares a common region in its resonance band with inner and upper layer, hence a chain
of resonance bands is formed (frequency fractal) connecting the smallest to the largest seed
(hence the name invincible rhythm or Ajeya Chhandam in Sanskrit). The computer solves
intractable pattern search (Clique) problem without searching, since the right pattern written
in it spontaneously replies back to the questioner. To learn, the hardware filters any kind of
sensory input image into several layers of images, each containing basic geometric polygons
(fractal decomposition), and builds a network among all layers, multi-sensory images are
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connected in all possible ways to generate “if”” and “then” argument. Several such arguments
and decisions (phase transition from “if” to “then”) self-assemble and form the two giant
columns of arguments and rules of phase transition. Any input question is converted into a
pattern as noted above, and these two astronomically large columns project a solution. The
driving principle of computing is synchronization and de-synchronization of network paths,
the system drives towards highest density of coupled arguments for maximum matching.
Memory is located at all layers of the hardware. Learning, computing occurs everywhere
simultaneously. Since resonance chain connects all computing seeds, wireless processing is
feasible without a screening effect. The computing power is increased by maximizing the
density of resonance states and bandwidth of the resonance chain together. We discovered
this remarkable computing while studying the human brain, so we present a new model of
the human brain in terms of an experimentally determined resonance chain with bandwidth
10" Hz (complete brain with all sensors) to 10"**> Hz (DNA) along with its implementation
using a pure organic synthesis of entire computer (brain jelly) in our lab, software prototype
as proof of concept and finally a new fourth circuit element (Hinductor) based beyond
Complementary metal-oxide semiconductor (CMQOS) hardware is also presented.

Keywords: Turing machine; Gdailel’s incompleteness theorem; non-algorithmic computing;
self-assembly; wireless communication; antenna; receiver; electromagnetic resonance;
synchronization; brain-like computer; creative machine; intelligent machine;
conscious machine

1. Introduction

The turing tape concept was introduced in the 1940s [1-3]. It suggests that all events around us could
be written in the form of a tape or series of logically defined steps. All major brain-building projects [4-9]
and the unconventional computing [10-16] follow the Turing path of computing either by suggesting
that eventually their novel device is a logic gate or could be reduced eventually as an output of a series of
sequential events. Starting from Quantum Computer (QC) [17], Cellular Automaton (CA) [18,19] to the
Echo State Model (ESM), [20] always, it has been a trend to construct an equivalent of a logic gate,
which is a reduction protocol for multiple choices. Sometimes, randomness is restricted to generate
decisions, though apparently robust restrictions are imposed on the randomness in reservoir
computing [21,22]. The problem with the Turing tape based computing is that all possible arguments
should be known beforehand and entire processing scheme should be defined strictly, as an output of
step-by-step logical reduction process. In the 21st century, the first problem we face in computing is that
the amount of data sets we wish to process is incredibly large. Therefore, if we search entire database one by
one to find a suitable data, instantaneous decision-making would be impracticable, so we have to
complete the search without searching. Hypercomputation or computing beyond Turing came in 1999 [23].

CTC and use of multiple clocks in a single hardware: Looking beyond quantum computing, it is
shown that the use of Close Time-like Curve (CTC) could enable solving NP complete problems much
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efficiently [24]. Recently, it has been argued that the CTC does not require time travel in the past, the
only thing we have to do is to have clocks running at different speeds on simultaneously existing
physical worlds where the same events are taking place. To solve the problem, the system point of a
clock that has “one second” resolution moves to the world with a faster clock say “one microsecond”
resolution, gets the information and returns to the “one second” resolution world where to an external
observer computing is being performed with no detectable time lapse in the “one second” resolution
clock as shown in Figure 1a [24,25]. This is similar to harnessing “negative time” of quantum mechanics but
instead of one here we have multiple imaginary worlds, each with a different clock-speed. Instead of CTC
we can use the fractal made of resonance frequency bands and investigate the possibility of realizing a
similar advantage [26]. We consider multiple concentric spheres generating a multi-layered architecture,
each layer with one type of clock, for each layer, the layers above and below are imaginary spaces. One
important question is why do we consider the layers beyond in the imaginary spaces, even though they exist
in reality? The reason is that we also consider that the materials of a layer is used as a seed that construct the
next layer as shown in Figure 1b, hence, the dynamics of each layer are totally different. Say, atom makes
molecule and molecule makes crystal, all three, atoms, molecules and crystals are very distinct materials in
terms of their dynamics and resonance properties. When we probe molecule in a crystal, the dynamics of
crystal and atoms do not appear, they become non-existent; thus, came the concept of imaginary spaces.

Figure 1. (a) Resonance frequency limits construct clocks at different layers, layer 2 = A
(highest frequency region, clock is very fast), layer 3 = B; layer 4 = C; layer 5 = D;
layer 6 = E (lowest frequency region, clock is very slow); (b) A is basic seed, it assembles
into B, several B makes C, several C makes D, several D makes E; (c) Development of
computing speed, current situation and the ultimate speed.
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Devising a Gdlel’s incompleteness harvesting machine: The second problem is that the incredibly
large data sets change continuously following a protocol that also evolves with time [27]. These data sets
are correlated with unknown relationships and deliver unpredictable outputs at any random time. This
situation is like Gdlel’s incompleteness argument and in this manuscript we have addressed the
incompleteness concept from an engineering perspective. Since we need to write a software program for
any kind of Turing based computing before the computation begins, instantaneous decision-making is
not viable. When reading the entire database takes so much time, it is trivial to first identify the rules of
large dataset evolution and then code them instantly. This problem is very different from the
“simultaneity” issue. In the far distant future when if we have a technology that can differentiate
between two events with a gap of Plank time, then all simultaneous and massively parallel events of
todays will be converted into a series of sequential events in the future with the advent of new
technologies as shown in Figure 1c [28].

A new class of second order and first order fusion logic: Infinite set is not the key, classification
into multiple space-time worlds is the key: However, a class of problems would remain unresolved
wherein the hardware enables a continuous coupling and decoupling of arguments at higher levels.
In this situation, several “if-then” arguments made of a set of resonance peaks as shown in Figure 2a get
coupled and form a cluster of arguments, then those clusters couples further in a complicated way as
shown in Figure 2b, several coupling routes between clusters of arguments exist at a time and none of
these situations are written in the hardware. The situation looks like a column as shown in Figure 2c
where the base part is visible since those are written in the hardware as basic “if-then” statements and an
astronomically long column of coupled “if-then” statements remains invisible. The column is an
invisible reservoir, and is never a part of the classical Turing tape, every cell of the new tape that could
incorporate this column has several imaginary cell space above and below and is related to them at
various imaginary times. Thus, in the manuscript, we name it “Frequency Fractal tape”. When an input
pattern of “if-then” arguments is applied to this column, the closest similarity region in the column is
projected back as output. Since column part has never been programmed into the hardware, the solution
comes from a region that is not logically embedded in the system. Only real visible part of the system is
the column base. This is a perfect example of Gd&lels incompleteness argument where the decision is
made in a hardware from an analysis that is not defined in the system in its real space or real time (in
number system: consistent effective theory T containing Peano Arithmetic, the formula CT expressing
the consistency of T cannot be proven within T). Search and find an astronomical amount of data in
seconds does not mean that we will be able to configure the rules to simulate the future course
events [29]. Thus, we begin our adventure of computing within the domain of Gdiels incompleteness
argument, which remained neglected as mere philosophy for nearly a century [30]. For us, we do not say
complexity makes a system incomplete, rather, it’s something beyond real space time (imaginary space
time values ~ Platonic values). Thus, it is not classical second order logic that has an infinite set of
arguments, it is about the classification of arguments in different space-time worlds. Irrespective of the
order of logic assigned to our computing protocol, it follows fundamental features (i) just like
conventional second order logic, it cannot be deduced to a first order logic and at the same time, infinite
set is not an essential requirement to be in the second order logic class; (ii) since entire resonance chain
computes together, it is possible to project a very logically defined protocol from the astronomically
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long 3D column of arguments unlike second order logic (second order logic cannot satisfy three
attributes simultaneously, soundness, completeness and effectiveness), though major part of the column
remains undefined. Thus, its a unique generic system of first and second order logic combined, which
part of the 3D column would follow first order logic and which part would follow second order logic can
not be determined in a finite algorithmic way. Thus, it is a purely new class of computation.

Figure 2. (a) Resonance band of several materials from several layers couple and form a set
of peaks, this is called “if” and after some time if a new set of peaks get activated this is
“then”. This event is called phase transition; (b) How coupling = self assembly and phase
transition occurs (c). Two columns, left, column of if-then arguments and right, column of
rule of phase transition connected to each other.
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2. The Outline of the New Class of Computer: An Analogy with Existing Von-Neumann Computers

The computer has no circuits. It has no switches or logic gates. It’s a multi-layered hardware, means,
if A is a basic seed material, several A would self-assemble to form seed B, several B would
self-assemble to form seed C, and this would continue to say up to eight layers, A to H, now seed H is the
computer, which has G, F, E, D, C, B and A layers inside. Each layer has at least three electromagnetic
resonance sub-bands, one sub-band is common to the upper layer and another is common to the
lower layer. Thus a chain of resonance band is formed extending from A to H, a complex function
Al = F(x, y) +iG(X, y) represents the chain comprehensively but not completely. A resonance peak
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means a sharp current is allowed to pass through a material at a very small frequency window that keeps
the material oscillating electromagnetically and/or electromechanically. Since, self-similarity of
resonance bands (triplet) from A to H is derived from the expression of this function AJ, we call it
frequency fractal (resonance chain = frequency fractal). Before learning begins, the entire resonance
chain looks identical at any level A to H, self-similarity is absolute. As the computer learns, “if-then”
arguments are stored by shifting resonance peaks via a conformational change in the seed and the
absoluteness of self-similarity disappears. We get an inhomogeneous resonance chain. The difference
between the ideal pristine resonance chain (serves as background) and the modified resonance chain is
the real information or argument content of the computer. Resonance chain plays a primary role for
searching a pattern without performing a real “search”.

The computer solves only an intractable “Clique” or “pattern search” problem, so converts all other
problems in to this class. It is a pattern based computer, where no software is required to be written. It
converts any input information in terms of a time series of 2D images, each pixel in an image is a spike
pulse, thus, the time series is a 3D wave train. Irrespective of the nature of original information, sound,
visual, taste, touch or smell, the geometrical associations of the frequency pattern are constructed in the
form of polygons ranging from triangle to sphere, thus, angle, 3D perceptions are automatically taken
care of as linked sets and subsets as repetition of basic geometric shapes. This conversion is called fractal
decomposition. We call these basic geometric shapes as fractal seeds, several fractal seeds couple via
resonant coupling to define an “if-then” argument. Several such arguments self-assemble and form a
complex column of arguments, direct measurable real arguments lie at the base of the column, and
spontaneously self-assembled astronomically large number of arguments reside above this layer. If an
“If” set of arguments are resonantly triggered more than a certain time period, “then” set of resonance is
activated, such phase transition rules are encoded automatically during self-assembly of “if-then”
arguments, thus, another complex column is created. Since each resonant vibration has several harmonic
and inharmonic overtones, heights of both columns are astronomical. Both the columns interact
continuously with a unique sequential dynamics. Thus, at the end of the analysis, a 3D dynamic map is
created (3D network changes with time, hence dynamic) and saved. In this map, independent basic
fractal seeds construct the base, and their subgroups/supergroups generate a network around this base.
The entire 3D map could represent a sound, picture or even a taste, or even combination of them
generating a higher-level perception. Now this 3D map converted in terms of fractal seeds without
compromising the fundamental features of spatial or temporal information encoded in it, is the
equivalent of an algorithm used in a von-Neumann computer to solve a problem.

When a problem is asked, a fractal seed based 3D network (pattern) is created for that problem as
described above and that is matched via synchrony with the column of arguments noted above.
Both synchronization and de-synchronization of fractal seed map continue during the matching process,
the matching of a dynamic map of fractal seeds actually means matching of the resonance peaks only.
The matching process continues along with the phase transitions (from its own column of rules) between
clusters of different sizes of fractal seed sets with a motivation to track and activate the maximum
density of coupled resonant oscillations in the argument column, and deactivate the routes with very low
density coupling. This is the fundamental driving mechanism for computation. Once an equilibrium is
reached, a 3D map is derived and it is sent as a solution. This 3D map is a projection from the
dynamically changing large columns of arguments and rules of phase transitions. Thus, we could
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alternately view the process with a von Neumann eye: the internal 3D map or the software program
writing engine writes a code for solving a problem when it matches with the external information
generated 3D map, it executes the program when its unique phase transition protocol is derived. To sum
up the analogy with conventional computer, we state: inside the column of arguments, astronomically
large numbers of software code writing protocols are embedded with a unique technology, which
emerges depending on the problem asked.

3. Spontaneous Reply-Back: Performing a Search without Searching

Majority of computational algorithms developed in the last three decades have considered that the
devices that holds the optional solutions of a query could listen to the question but could not reply-back
to the questioner simultaneously and spontaneously. Thus, to learn the location for addressing each
option specifically, the wiring of computing elements became necessary in the computer chips [31].
The circuit is a liability even in a quantum computer. Additionally, we need a program that coordinates
the process for a system point to reach to the individuals and retrieve the replies one by one, several
protocols are adopted to decrease the computing time, a summary of the physical principles are noted in
the Figure 3a. The quantum protocol only decreases the number of queries, with Log,n advantage over
classical, n is the size of the search space, but “reply back” requires an antenna and receiver attached to
the memory elements and new kind of the identification code. Grover’s algorithm suggests that due to
entanglement any number of people in a group could be considered as one object/choice, if any classical
route allows such group-test such that classical computing would match the quantum computing [32].
This is shown in Figure 3b. Additionally, except for a few problems (factorization), the quantum
protocol does not provide sufficient speed up. The reason for exponential speedup is the sharing
associative matrix D, which requires a peculiar requirement in the nature of the problem. Moreover, for
pattern search, the matrix D needs to be redefined for each network mode, hence entanglement needs to
be broken, which would collapse the speed up. There will be no difference between a classical and a
quantum search. Exponential speedup is not the prerogative of quantum entanglement; it could be
realized in a pure classical systems too [32,33]. Here, we look beyond exponential speed up and suggest
“Spontaneous reply back” that supersedes the exponential speedup promised by a quantum computer,
we explain the reason below.

Instead of Logyn attempts, we want to make only one query, and the solution would reach the
questioner, then the size of a search space becomes irrelevant. If we use a multinary switch (with more
than two decisions) [34,35] that has an antenna for each state in addition to the sensor, it can radiate out
the solution in all directions, so irrespective of n, the questioner gets the answer in one attempt
(Figure 3b). We have already demonstrated this technology [36]. Fundamentally, our basic information
processing device will be an oscillator attached to an antenna and a receiver, the oscillator is so designed
that we can write/erase multiple resonance states. When an electromagnetic signal is applied to the
device, multiple resonant oscillator circuits absorb energies specific to the resonance frequencies and
start oscillating. This oscillation turns the system unstable; as a result, the energy is radiated outside via
non-radiative coupling as shown in Figure 3c, noise does not mix with signals as the absorption occurs
only for signals with the perfect matching frequencies, at the same time, the emission is always quantized.
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Figure 3. (a) Time taken for computing per step for increasing population or search space N
is plotted for computing when “coherence” is used by various means; (b) A comparison
between classical, quantum and “reply back” routes; () Energy transfer for two inducting
coils, far distance communication are presented in different orientations; (d) A wave train in
our computer, four frequency domains.
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Since, irrespective of the nature of information, processing and communication should occur via
coupling the resonance peaks, thus, operational and computational language of our artificial brain is
written using only one parameter, “frequency”. This principle is shown in Figure 3d. A wireless resonant
non-radiative power transfer ensures reliable communication even when the noise amplitude is more
than the signal [20,37]. An accurate frequency match is the key, and natural vibrational frequency of
a material cannot change by an external noise, thus, solution holder spontaneously sends the reply even
under noise, and penetrates any material that does not match its frequency [38]. Even under massive
noise, these resonance frequencies act as an attractor during synchronization, when the system is
dragged away, this basic natural property pulls back the system to the particular frequency state.
Therefore, modulating the natural frequency and harnessing its advantages are the keys to our new class
of computing, that explore materials “electromagnetic transparency”.

Why a chain of resonance for scale free “reply back”?
We have explained above, reply back via non-radiative energy transfer. This technology relies on the
“electromagnetic transparency” of the material, however, due to large reflection coefficient the
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transparency develops opacity. Thus, screening effect restricts wireless communication beyond certain
limits of the immediate neighborhood. For this reason, we cannot rely on an antenna-receiver concept to
scale up the “reply back” technology, where radiation energy passes through the air between two
materials, the philosophy requires a fundamental change. Alternatively, we have introduced a
multi-layered structure where output structural product of one layer is used as seed for the next layer.

Figure 4. (a) Two layers A and B, common resonance band exchanges energy; (b) A random
form of energy given to layer C is eventually distributed among all layers and resonance
bands of those layers get activated; (c) The resonance chain, energy transmission both ways;
(d) A blue ball is kept at the topmost layer, if each layer has two seed structures then how
energy will transmit, the path is shown here.
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For each layer, the resonance band has three distinct domains, one domain is used to communicate
with the inner layer, and one with the external layer, one layer is kept for its own information processing,
as shown in Figure 4a. Thus, all layers are energetically connected by a single chain of resonance band,
irrespective of the size of the device architecture now a wireless communication can transmit without
getting screened anywhere. Energy given as an input at any layer transmits to the entire chain of
resonance bands, both ways, towards the lower and towards the higher frequency regions of the chain as
shown in the Figure 4b. Any form of energy is suitably absorbed and then transmitted across the
resonance chain as shown in Figure 4c. A resonance chain connects every single computing seed in the
system, thus, zillions of seeds are wired into a massively complex yet a single network as shown in the
Figure 4d. It means energy given or radiated out from any part of the chain of materials does not need
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to leave the material, pass through the air and then return to the material, instead, resonance chain
provides a safe passage, reflection/transmission becomes irrelevant. Thus, we realize a new class of
wireless communication. It is remarkable that due to the basic material design for maintaining the single
chain, screening effect does not affect the communication even though billions or zillions of devices are
assembled together.

No need to know location, hence, connecting circuit is not required:

Our artificial brain does not use any meaningless “bits”, and then converts the suitable information
with it, like in a conventional computer, it directly captures and uses “if-then” arguments, writes every
image and its groups, compressed into a fractal form of those arguments, and those fractal seeds and
their association fractals are stored as a complete network of arguments. Even triggering a single
“if-then” argument expands enormously in scale, since far distant sensory parts are also coupled (like the
image of a lotus, associated sound and its smell) by a new fractal function, then entire function activates
and responds synchronously to the smallest argument, and all associated dynamic routes are triggered.
This is the most remarkable advantage of using a complex frequency space based computing,
information located in any layer in any seed would eventually “reply back” simultaneously and
spontaneously. Any local frequency map say located in a seed triggers one layer above and above finally
covers the entire device via resonance chain, and if necessary, then synchronization could activate other
functions located entirely in a new region, down to the entire local nets associated with it [39]. This is
called an umbrella path, which we will describe in details later. Therefore, we do not need one to one
wiring for the spontaneous reply neither inside a sensory region, nor outside. We can also suggest that
whole computing hardware acts like a single molecule oscillator, hence the location of the seeds in the
womb of another seed is taken care of in an unprecedented manner.

The NP complete intractable “Clique” problem and a universal “reply back” protocol:

The Clique problem is a very well defined intractable problem [40], we have chosen this problem for
designing our computer because we want to construct a pattern based computer just like a human brain.
The clique problem needs to be solved in a finite time for any advanced cognitive or creative intelligence
observed even in primitive neural networks, this is our perception about brain engineering.

In a Clique problem a 2D or 3D random network made by connecting large number of points as
shown in Figure 5a. Obviously, the number of possible patterns that could be generated from this
composition is astronomically large. Now, if we want to search a given unknown pattern in that resource
pattern, it is not possible to find that pattern with any computer within a finite time. However, if those
points have the properties to reply back together spontaneously then we can get the search result without
searching as noted in Figure 5a. As noted above that to avoid the screening effect we need a new kind of
material that would follow the resonance chain throughout the architecture. There exist several classes of
the clique problem originally proposed in 1949, as frequently observed in the classic intractable
problems, certain constraint are imposed to simplify the complex network and then an algorithmic route
is found to solve that problem. However, in this particular case, we take any sensory data, visual, sound,
touch, taste or smell in the form of a 2D pattern and from that image we transform the single image into
several layers of images, each containing several different classes of “frequency fractal” seeds as shown
in Figure 5b. During transformation each layer distinctly represents a particular type of fractal seeds,
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based on size of the basic geometric shapes used that incorporates global relationship of elements in a
pattern. The network between various different kinds of fractals are generated due to the typical conical
architecture of the entire computing network as shown in Figure 5c. Finally, as noted above, all layers
co-exist with a complex connection between the fractal seeds inside a layer and between multiple layers
as shown in Figure 5d. The magnitude of many to one and one to many connections and directivity of
connections ensure that even a single image to be treated as a 3D tensor not a matrix, thus, even the
simplest pattern with 20 pixels belongs to the intractable class.

Figure 5. (a) A 3D clique network, the red noted part replies back to the query; (b) Five
sensory columns hold a large number of fractal seeds, they get connected to form a complex
argument; (c) Number of oscillator increases incredibly as we move higher frequency scale,
conical column = AjoChhand computer; (d) A single image is divided into multiple layers,
each path is a network of fractal seeds.
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Simplest form of computing in our computer: The engineering principles of a seed structure
that can spontaneously “reply back”:

Creating liquid state models or echo state models [20] using the seed device is not practically feasible,
since “reply” would automatically get masked within a limited distance. Therefore, we devised the
resonance chain to take reply from the atomic scale to the meter scale and it is partially implemented
using an innovative composition of wired and wireless technology [38]